Master-equation analysis of accelerating networks
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In many real-world networks, the rates of node and link addition are time dependent. This observation motivates the definition of accelerating networks. There has been relatively little investigation of accelerating networks and previous efforts at analyzing their degree distributions have employed mean-field techniques. By contrast, we show that it is possible to apply a master-equation approach to such network development. We provide full time-dependent expressions for the evolution of the degree distributions for the canonical situations of random and preferential attachment in networks undergoing constant acceleration. These results are in excellent agreement with results obtained from simulations. We note that a growing nonequilibrium network undergoing constant acceleration with random attachment is equivalent to a classical random graph, bridging the gap between nonequilibrium and classical equilibrium networks.
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I. INTRODUCTION

In many real-world evolving networks the rates of node and link addition differ, a phenomenon that gives rise to the concept of network acceleration [1–4]. Examples include the Internet [5–7], the World Wide Web [8], and collaboration networks [9] and these have prompted some recent scrutiny [1–4]. However, the majority of network research to date has overlooked acceleration, with many nonequilibrium network models focusing on the rather specific scenario of adding a fixed (expected) number of nodes at each time step with a fixed (expected) number of links to the existing network [10–12].

Accelerating networks also appear in biology. The evolution of gene regulatory networks has been interpreted as a form of network acceleration [1,13]. Studies have shown that the number of regulatory genes scales quadratically with genome size in prokaryotic microorganisms [14,15]. In these networks, the number of links also scales quadratically with the number of nodes (operons/genes) [13]. Indeed, gene regulatory networks have provided significant motivation for the investigation and definition of accelerating networks [1,13,15–17]. Gagen and Mattick [17] proposed that the apparent accelerating nature of gene regulatory networks in prokaryotic organisms imposes an inherent size constraint on the system and this is consistent with empirical observations [18].

For an evolving (unweighted) network, acceleration is related to the rates of link and node addition [19]. Consider a network comprising \(N(t)\) nodes and \(M(t)\) links at some time \(t\). We now add \(n(t)\) nodes and \(m(t)\) links to the system such that, at the next time step, \(N(t+1) = N(t) + n(t)\) and \(M(t+1) = M(t) + m(t)\). Some previous investigations of accelerating networks have assumed that the rate of node addition is \(n(t) = 1\) and that the expected rate of link addition is given by some power-law function of time \(\langle m(t) \rangle = t^\beta\), where the exponent \(\beta\) describes the nature of the acceleration [1,3,4]. Indeed, Gagen and Mattick defined network acceleration in terms of this parameter [20]. However, Smith et al. [2] proposed a more conventional definition of network acceleration that is a time-dependent property of the system. For an unweighted network, acceleration is simply related to the rates of node and link addition, more specifically, the time derivative of the velocitylike quantity \(m(t)/n(t)\). For a deterministic system (as in an empirically observed network), network acceleration can be written [2]

\[
a(t) = \frac{M(t+1) - M(t)}{N(t+1) - N(t)} - \frac{M(t) - M(t-1)}{N(t) - N(t-1)} = \frac{m(t)}{n(t)} - \frac{m(t-1)}{n(t-1)}.
\]

(1)

When considering a stochastic system, the definition is more delicate [2]. For the scenario in which the number of added nodes per time step is constant \(n(t) = n\) and the expected number of links added per time step is independent of the particular number added at the previous time step, we can rewrite Eq. (1) for a stochastically evolving accelerating network as [2]

\[
\langle a(t) \rangle = \frac{\langle m(t) \rangle - \langle m(t-1) \rangle}{n}.
\]

(2)

This definition of network acceleration was supported by a case study of the evolution of Wikipedia that undergoes different accelerating regimes throughout its evolution [2] and this is the definition we shall adopt in the following.

In Sec. II we review the use of an existing mean-field technique to analyze accelerating networks and discuss its limitations. In Secs. III and IV we consider an alternative master-equation method and demonstrate its relevance by ap-
II. LIMITATIONS OF SOME MEAN-FIELD TECHNIQUES

For nonaccelerating nonequilibrium networks, there are two conventional methods to obtain degree distributions: the mean-field and master-equation approaches [10–12,21]. The former assumes that both node degree and time are continuous and the latter uses a continuous time approximation.

The mean-field approach tracks the evolution of the degree of an individual node throughout the network’s evolution. The analysis consists of two distinct stages. The first stage is to derive the expected degree of an individual node in the network at a particular time based upon the time at which the node was added. At each time step, a single node is added to the system. The process assumes that a node’s degree is continuous and that links are added continuously throughout the network’s evolution. The expected rate of change in the degree of an individual node is related to the probability of it receiving links throughout the duration of the network’s evolution. At any given stage during the network’s evolution, a node added at a particular time will have a certain expected degree. This is used to generate a continuous expected degree as a function of the time at which nodes are added to the system. The inverse of this function provides a time of addition to the system corresponding to that expected degree. The second part of the process is to derive a continuous degree distribution for the resulting network. In many growing network models, old nodes tend to have higher degrees as they have longer to accumulate new links. Consider selecting a node at random in such a network. The probability that it has expected degree greater than some value \( k_{\alpha} \) is simply the probability that it was added before the time corresponding to the expected degree \( k_{\alpha} \). A cumulative degree distribution is thus obtained by assuming the time at which a randomly selected node was added to the network will be uniformly randomly distributed across the time scale of the network’s evolution. The expected degree distribution is then derived by differentiating the cumulative degree distribution.

This was the technique used by Barabási et al. [21,22] and it has also been applied to accelerating networks [3,9,23,24]. This method was also adopted by Gagen and Mattick [1] for analyzing accelerating networks. However, this technique can be inappropriate in certain situations. To highlight the shortcomings of this approach, we consider its application to the scenario of constant acceleration such that the acceleration is \( a(t) = a \) [25] and that the continuous (deterministic) rate of link addition is \( m(t) = at \). For an initial seed comprising \( N(0) \) nodes and \( M(0) \) links, the total number of nodes in the system is \( N(t) = N(0) + t \), the total number of links is \( M(t) = M(0) \) and the mean degree of the network is \( 2M(t)/N(t) \) at \( t \) (where \( \sim \) means asymptotically equal to). Consider the case of random attachment (RA) in which all new (undirected) links are made between newly introduced nodes and randomly selected nodes within the existing network and no connections are established between existing nodes [leading to the constraint \( a(t) < 1 \) as the number of newly introduced links cannot exceed the number of existing nodes]. Using the mean-field technique, the continuous rate of change in the (continuous) expected degree of some node \( \alpha \) can be expressed in terms of the probability that it acquires new links [21],

\[
\frac{d\langle k_{\alpha}(t) \rangle}{dt} \sim \frac{m(t)}{t}.
\]

Integrating from the time at which the node was added to the system \( t_0 \) to time \( t \) yields the expected degree of this node,

\[
\langle k_{\alpha}(t) \rangle \sim at.
\]

The expected degree of node \( \alpha \) is asymptotically independent of the time \( t_0 \) at which it was added so the expected degree of all nodes is \( \langle k(t) \rangle \sim at \). It is argued in Ref. [1] that the continuous degree distribution derived from the mean-field approach for this system is, therefore, a delta function at degree \( at \).

For the scenario of preferential attachment, the ends of the new links associated with new nodes connect to existing nodes preferentially according to their degree. Again, using the mean-field technique, the rate equation describing the evolution of the degree of some node \( \alpha \) at time \( t \) for this process can be expressed as

\[
\frac{d\langle k_{\alpha}(t) \rangle}{dt} \sim \frac{m(t)k_{\alpha}(t)}{2M(t)}.
\]

Integrating between the appropriate limits provides the same expected degree \( \langle k_{\alpha}(t) \rangle \sim at \) which is asymptotically independent of the time the node was added and, consequently, the same for all nodes in the system. Again, it is argued in Ref. [1] that the mean-field technique produces a delta function for the continuous degree distribution at \( at \).

Gagen and Mattick [1] provided a method to retrieve a discrete degree distribution from a continuous one. However, because the mean-field technique provides identical continuous degree distributions, the outcome will be the same for both random and preferential attachment with constant acceleration [Eqs. (18) and (31) in [1]]. In practice, however, simulations of these networks generate very different degree distributions as illustrated in Fig. 1. Concerns over the above treatments motivate the approach below.

III. RANDOM ATTACHMENT WITH CONSTANT ACCELERATION

We now employ a master-equation method to derive the degree distribution of a random attachment network undergoing constant acceleration. The method was introduced by Krapivsky et al. [26] and independently by Dorogovtsev et al. [27] to derive the steady-state degree distribution of the Barabási-Albert preferential attachment mechanism [10]. A similar technique based upon distribution kinetics has been applied to accelerating networks [28] and, recently, a master-equation method was developed to investigate the emergence
of correlations within evolving networks [29]. Justifications for using such an approach are discussed in Refs. [30,31].

Consider the scenario of constant acceleration, \((a(t))=a\) (assumed \(\ll 1\)), for a stochastic accelerating network in which the rate of node addition per time step is constant at \(n(t)=n=1\) and the expected number of added (undirected) links per time step is \(\langle m(t)\rangle=at\). Since \(N(t)\sim t\) and \(a\ll 1\), it follows that the expected number of new links added per pre-existing node per time step \(\langle m(t)\rangle/n(t)\) is always small. We consider the example of random attachment and all the newly introduced links are established between the new node and the existing network. There are no links formed between existing nodes. The process is governed by the attachment probability kernel \(\Theta_k(t)\) defined as the probability that a specific newly introduced link connects to an existing node of degree \(k\). At some time \(t\), there exist \(X_k(t)\) nodes of degree \(k\) and we wish to compute the expected number of nodes of degree \(k\) at time \(t+1\). The fraction of nodes of degree \(k\) is \(c_k(t)\sim X_k(t)/N(t)=X_k(t)/[N(0)+t]\sim X_k(t)/t\). It is assumed that the seed component comprising \(N(0)\) nodes is small. The master equation for the evolution of \(X_k\) can be expressed in terms of the attachment kernel and is written

\[
\langle X_k(t+1)\rangle = X_k(t) + \langle m(t)\rangle \Theta_{k-1}(t) - \langle m(t)\rangle \Theta_k(t) + P[m(t)=k].
\]

The second term on the right-hand side reflects the expected number of nodes of degree \(k-1\) that can be connected to make nodes of degree \(k\). The last term is the probability that a new node of degree \(k\) is added directly to a node of degree \(k\).

To establish \(P[m(t)=k]\), it is important that the microscopic mechanism governing the network’s evolution be specified. In simulating such a network, we proceed as follows: links between the new node and all \(N(t)\) existing nodes are considered and established with probability \(a\) satisfying the requirements for the expected number of links for the new node as \(\langle m(t)\rangle=at\). Interestingly, a network generated via this mechanism will also have the property that every possible link between \(k\) nodes will exist with equal probability \(a\). This is equivalent to the classical random graph studied by Erdős and Rényi [32] and subsequently Bollobás [33] with identical binomial degree distribution. That is, a growing (nonequilibrium) network undergoing constant acceleration with random attachment is equivalent to the classical random graph, bridging the gap between nonequilibrium and classical equilibrium networks.

This is illustrated in Fig. 1 where a simulated, random attachment, stochastic, accelerating network with constant acceleration grown to \(N_{tot}=10^6\) nodes is compared to the Poisson degree distribution \(c_k=\frac{\lambda^k}{k!}\) of the random graph [12] where \(\lambda\) is the mean degree of the network. In Fig. 1, the mean degree is \(\lambda=10\). The acceleration parameter is solved for by setting \(\lambda = \frac{2M_{tot}}{N_{tot}} - \frac{at^2}{2} - aN_{tot}\) so the acceleration is \(a = \lambda/N_{tot}\) and establishes an evolution similar to that of the classical random graph.

To apply a master-equation approach, we start by defining the random attachment probability kernel, \(\Theta_k(t)\), for an individual new link attaching to any node of degree \(k\) within the existing network. For the random attachment mechanism outlined earlier, the number of new links added with the new node will be binomially distributed and, if we assume that \(t\) is large, we can make a Poisson approximation so that \(P[m(t)=k]=e^{-at} \frac{(at)^k}{k!}\). Nonaccelerating networks can have a steady-state degree distribution in the long-time limit and often it is this solution which is investigated from the master equations (for example, see Ref. [29]). However, for accelerating networks, the degree distribution evolves and a time-dependent solution must be found. The fraction of nodes of degree \(k\) is given by \(c_k=t\sim X_k(t)/N(t)\sim X_k(t)/t\) and, using the continuous time approximation \(\frac{dX_k(t)}{dt} \sim \frac{d[c_k(t)]}{dt}\), we can rewrite Eq. (6) as

\[
\frac{d[c_k(t)]}{dt} = acl_k(t) - acl_k(t) + e^{-at} \frac{(at)^k}{k!}.
\]

The time-dependent solution of Eq. (7) gives the degree distribution for this model and is simply

\[
c_k(t) = e^{-at} \frac{(at)^k}{k!},
\]

as would be expected for a random graph with mean degree of \(\lambda=at\) in the large size limit [33]. While this master-equation approach does not necessarily imply that a given evolving network will converge upon the solution, in practice this is often the case [34]. The Poisson solution of Eq. (8) is compared to a simulated network in Fig. 1.
The effect of the accelerating nature of the random attachment network can be appreciated by comparison with a conventional nonaccelerating scenario. The master-equation analysis, when applied to a nonaccelerating random attachment network with \( m(t) = m \) (integer), gives a steady-state (long-time limit) degree distribution for \( k \approx m \) of

\[
c_k = \frac{1}{m + 1} \left( \frac{m}{m + 1} \right)^{k-m}.
\]

This is illustrated in Fig. 1 for mean degree of 10 corresponding to \( m=5 \) links added with each new node. The mean-field technique applied to the nonaccelerating scenario produces the (less accurate) steady-state degree distribution \( c_k \propto e^{1-km}/m \) [21].

**IV. PREFERENTIAL ATTACHMENT WITH CONSTANT ACCELERATION**

In this section, we apply the master-equation method to the scenario of a constantly accelerating network with linear preferential attachment. Again, the network evolves through the addition of one new node per time step, \( n(t) = n = 1 \) such that, for a (small) initial seed component of \( N(0) \) nodes, the total number of nodes is \( N(t) = N(0) + t \) and links are formed between this node and the existing network. With constant acceleration \( a(t) = a \), the expected number of added links per time step is \( m(t) = at \). For both simulation and analysis, a clear description of the microscopic process is necessary. We assume that the desired resulting network is sparsely connected, i.e., the resultant mean degree is significantly less than the size of the network. As such, \( m(t) \ll N(t) \) (equivalent to \( a \approx 1 \) and the attachment process can be modeled as a series of Bernoulli trials. All links between the new node and existing nodes in the network are considered. The probability of a link being formed between the new node to some existing node \( j \) is set to be \( m(t)k_j/2M(t) \). By performing this random trial for all nodes within the existing network, both preferential attachment and the expected number of new links added \( m(t) = at \) are preserved. Nodes with zero links when introduced to the system will remain degree 0 throughout.

Analysis of this process starts by writing the master equation. For the purposes of analysis, it is assumed that the total number of links in the network is well approximated by its expected value \( M(t) = \langle M(t) \rangle \). Using the preferential attachment kernel, we have \( \Theta_j(t) = kX_j(t)/2(M(t)) \) and the master equation for the evolution of the network can be written

\[
\langle X_j(t+1) \rangle = X_j(t) + \frac{(k-1)(m(t))X_{j-1}(t)}{2(M(t))} - \frac{k(m(t))X_j(t)}{2(M(t))} + P_j[m(t) = k].
\]

We derive the probability \( P_j[m(t) = k] \) in a similar manner to the random attachment scenario. Consider the nodes of degree \( j \) in the existing network at time \( t \). There are \( X_j(t) \) of them. All \( X_j(t) \) possible links are considered between the new node and these existing nodes of degree \( j \) and each is established with probability \( j(m(t))/2(M(t)) \). Consequently, the number of new links between the new node and what were \( j \)-degree nodes will be binomially distributed with mean \( j(m(t))X_j(t)/2(M(t)) \). The probability distribution for the degree of the new node will be a convolution of all these binomial distributions corresponding to each value of \( j \). However, if we assume that \( X_j(t) \) is large then we can make a Poisson approximation for each of these binomial distributions. The convolution of two Poisson distributions is a Poisson distribution with a mean equal to the sum of the means of the two. As such, the probability distribution for the degree of the new node can be approximated by a Poisson distribution. Of course, the mean of this is simply \( \langle m(t) \rangle \) and, consequently, \( P(m(t) = k) \) is the same for both preferential and random attachment. Recalling that \( \langle M(t) \rangle = \frac{a^2}{2} \) and that the fraction of nodes of degree \( k \) is given by \( c_k(t) = X_k(t)/N(t) \sim X_k(t)/t \), the master equation of Eq. (10) for the evolution of a constantly accelerating network with preferential attachment can be rewritten as

\[
\frac{d[c_k(t)]}{dt} = (k-1)c_{k-1}(t) - kc_k(t) + \frac{e^{-at}(at)^k}{k!}.
\]

Multiplying both sides by the integrating factor \( t^k \), this can be further simplified to

\[
\frac{d[t^k c_k(t)]}{dt} = (k-1)t^k c_{k-1}(t) + \frac{e^{-at}(at)^k}{k!}.
\]

The recursive nature of Eq. (12) means that the solution can be expressed in terms of repeated definite integrals back to the expression for \( c_k(t) \). Each of these integrals equals zero when evaluated at the lower limit allowing the time-dependent degree distribution to be written (see the Appendix for details) as

\[
c_k(t) = \frac{1}{k!} \sum_{x=1}^{k} \frac{(k-1)!}{x!(x-1)!} (k-x)! \int_{0}^{t} (t-y)^{k-x}(ay)^2e^{-ay}dy
\]

\[
= \sum_{x=1}^{k} \frac{(k-1)!}{x!(x-1)!} (k-x)! \int_{0}^{t} x! (2x)! \left( \frac{at}{2} \right)^x dy + \int_{0}^{t} \left. \frac{1}{k!} \right|_{0}^{t} \frac{1}{(k-x)!} \frac{1}{2} \sum_{x=1}^{k} \frac{(k-1)!}{x!(x-1)!} (k-x)! \int_{0}^{t} e^{-z}z^{k-1}(1-z)^{x-k}dz.
\]

Comparison of the analytic solution (13) is made to a simulated network in Fig. 1. The simulated network was seeded with two connected nodes and has acceleration \( a = 10^{-5} \). To highlight the effects of network acceleration, the master-equation analysis, when applied to a nonaccelerating preferential attachment network with \( m(t) = m \) (integer), provides a steady-state (long-time limit) degree distribution for \( k \approx m \) of [11].
c_k = \frac{2m(m+1)}{k(k+1)(k+2)}. \quad (15)

This is illustrated in Fig. 1 for a mean degree of 10 corresponding to $m=5$ links added with each new node. The mean-field technique produces a power-law degree distribution $c_k \sim k^{-\alpha}$ in the steady state for large $k$ [21].

V. CONCLUSIONS

We have demonstrated that the master-equation method can be applied to accelerating networks, highlighting the importance of specifying the microscopic processes taking place within the evolving network under scrutiny. We have provided full time-dependent solutions of the evolving degree distributions for random and preferential attachment with constant acceleration. We note that the classical random graph of Erdős and Rényi [32] can be modeled as a nonequilibrium evolving network, more specifically a constantly accelerating network with random attachment.
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APPENDIX: ANALYTIC SOLUTION FOR CONSTANT ACCELERATION WITH PREFERENTIAL ATTACHMENT

As detailed in Sec. IV, the master equation for the evolution of the degree distribution of a constantly accelerating network with preferential attachment is given by Eq. (12). For clarity, it is useful to write the last term on the right-hand side as a function,

$$G_k(t) = e^{-\alpha(t^2)^2} x^k,$$

such that the master equation can be rewritten as

$$\frac{d[\alpha(t^2)^2 c_{k-1}(t) + G_k(t)]}{dt} = (k-1)! c_{k-1}(t) + G_k(t). \quad (A2)$$

We can separate the variables and integrate Eq. (A2) to give

$$c_k(t) = \frac{1}{r^{k+2}} \left\{ \int_0^t (k-1)! c_{k-1}(t_1) dt_1 + \int_0^t G_k(t_1) dt_1 \right\}.$$ 

Making the substitution $k=k'+1$ yields

$$c_{k'+1}(t) = \frac{1}{r^{k'+2}} \left\{ \int_0^t k'! c_{k'}(t_1) dt_1 + \int_0^t G_{k'}(t_1) dt_1 \right\}.$$ 

We now evaluate this expression explicitly for the first few values of $k'=0,1,2,3$ to generate the degree distribution for the nodes with degrees $1 \rightarrow 4$,

$$c_1(t) = \frac{1}{r} \int_0^t G_1(t_1) dt_1,$$

$$c_2(t) = \frac{1}{r^2} \int_0^t \int_0^{t_1} G_2(t_2) dt_2 dt_1 + \int_0^t G_2(t_1) dt_1,$$

$$c_3(t) = \frac{1}{r^3} \int_0^t \int_0^{t_1} \int_0^{t_2} 2G_3(t_3) dt_3 dt_2 dt_1 + \int_0^t G_3(t_1) dt_1,$$

$$c_4(t) = \frac{1}{r^4} \int_0^t \int_0^{t_1} \int_0^{t_2} \int_0^{t_3} 3 \times 2G_4(t_4) dt_4 dt_3 dt_2 dt_1 + \int_0^t G_4(t_1) dt_1.$$ 

We tabulate the coefficients and number of repeated integrals for the contribution of each $G_k(t)$ to each degree distribution value $c_k$ in Table I using the notation $(f,g)$ such that $f$ represents the coefficient and $g$ represents the number of repeated definite integrations undergone.

By inspection from Table I, we can write the solution of the time-dependent degree distribution as
Each integral, when evaluated at the lower limit, is always zero as $G_x(0)=0$ for all $x$. The upper limits are all equal in value. This allows further streamlining of the expression for the degree distribution as the following identity holds for the repeated integral [36]:

$$\int_0^t \cdots \int_0^{t_{k-x+1}} \frac{G_x(t_{k-x+1})dt_{k-x+1} \cdots dt_1}{(k-x)!} = \int_0^t \frac{G_x(y)(t-y)^{k-x}}{(k-x)!} dy.$$  \hspace{1cm} (A5)

Substituting back in the expression for $G_x(t)$, the distribution of Eq. (A4) can now be written as in Eq. (13).